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Abstract. Consider the time-harmonic acoustic scattering from an extended elastic
body surrounded by a finite number of point-like obstacles in a fluid. We assume
point source waves are emitted from arrayed transducers and the signals of scattered
near-field data are recorded by receivers not far away from the scatterers (compared
to the incident wavelength). The forward scattering can be modeled as an interaction
problem between acoustic and elastic waves together with a multiple scattering prob-
lem between the extend solid and point scatterers. We prove a necessary and sufficient
condition that can be used simultaneously to recover the shape of the extended elas-
tic solid and to locate the positions of point scatterers. The essential ingredient in our
analysis is the outgoing-to-incoming (OtI) operator applied to the resulting near-field
response matrix (or operator). In the first part, we justify the MUSIC algorithm for lo-
cating point scatterers from near-field measurements. In the second part, we apply the
factorization method, the continuous analogue of MUSIC, to the two-scale scattering
problem for determining both extended and point scatterers. Numerical examples in
2D are demonstrated to show the validity and accuracy of our inversion algorithms.

AMS subject classifications: 74J25, 74J20, 35R30, 35Q74

Key words: MUSCI, near-field imaging, point sources, factorization method, inverse scattering,
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1 Introduction

The time-reversal imaging with Multiple Signal Classification (time-reversal MUSIC) is
well-known for signal-processing applications [12,16]. It provides a method to determine
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one or more unknown small scatterers from the so-called multistatic response matrix by
neglecting the physical properties and the geometry of the target. Several algorithms
have been developed to recover extended scatterers since then. The approach proposed
in [17, 38] was based on a physical factorization of the scattered field and the singular
value decomposition of the response matrix for extended targets. This approach has been
extended to recover point and extended scatterers from far-field patterns [5], relying on
a generalized Foldy-Lax formulation proposed originally in [15, 23].

The Factorization Method [28] proposed by Kirsch (1998) can also be regarded as the
continuous analogue of the MUSIC algorithm. A relation between the MUSIC and Linear
Sampling Method was first investigated in [7]. In the Born approximation case where the
multiple scattering between the point scatterers are neglected, the MUSIC was treated
as a discrete analogue of the Factorization Method in inverse medium scattering [27].
Consequently, the range of the far-field response matrix can be used to derive a necessary
and sufficient condition for precisely characterizing the positions of point scatterers. The
same characterization was obtained in [8,9] by taking into account the multiple scattering
in the Foldy regime. The direct and inverse electromagnetic scattering by isotropic point-
like obstacles in three dimensions were analyzed in [10], and the determination of the
scattering strengths attached to point scatterers has been discussed in [8–10].

The goal of this paper is to justify the MUSIC algorithm for recovering point-like
and extended scatterers from the near-field measurements generated by incident point
sources. Compared to the far-field case (see e.g., [8, 9, 27] or [29, Chapter 4.1]), difficulty
arises from the failure of the decomposition of the near field matrix (or operator) N into
the from N=H∗SH (cf. Sections 2.2 and 3.1). On the other hand, it is an open problem
how to factorize the near-field operator analogously to the far-field case until the recent
studies of the outgoing-to-incoming (OtI) operator carried out in [21]. Following the
idea of [21] we apply the OtI operator T to the near-field response matrix (or operator)
and hence obtain a factorization of the form TN=H∗SH. Consequently, the spectrum
of the modified near-field response matrix (or operator) TN can be used to characterize
the scatterers, even in the two-scale scattering model. We emphasize that the uniqueness
follows immediately from our computational criterion, because it is not only sufficient
but also necessary for solving the inverse problem.

In this paper, an appropriate factorization of the near-field operator is established
with the help of the ’impedance’ boundary conditions across point-like scatterers (see
(2.4)-(2.5)). These boundary conditions show that, around a point scatterer, the behavior
of total field is similar to that of a point source wave, and that the coefficient of the lead-
ing (singular) term is proportional to that of the sub-leading term (that is why they look
like the impedance boundary condition for extended obstacles). Our methods are closest
to the recently developed imaging scheme [22] for inverse acoustic scattering by an ex-
tended sound-soft obstacle surrounded by point-like scatterers. Emphasis of this paper
will be placed upon a straightforward proof of the well-posedness of direct scattering
problems, providing ’explicit’ solutions to the fluid-solid interaction problem in the two-
scale model. Our mathematical analysis turns out to be more complicated and tricky
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than the factorization methods developed in [22, 30, 37] for extended scatterers. This is
due to the fact that one should take into account in the two-scale scattering model not
only the interaction between acoustic and elastic waves but also the multiple scattering
between the extend solid and point scatterers. Using the OtI operator defined in [37],
our scheme can be readily extended to the case where the near-field data are collected on
non-spherical measurement surfaces.

Other inversion schemes for identifying extended elastic bodies were investigated
in [13, 14] where an optimization-based technique was applied and in [34, 35] using the
Reciprocity Gap and Linear Sampling Methods. See also [3,4,6,19,20,25,32] for recovering
extended scatterers with near-field data or for locating small obstacles. The boundary
element method has been used in [18,33] to treat the forward FSI problem with extended
solids only.

The rest of the paper is organized as following. We provide a necessary and sufficient
condition for locating the point scatterers with a finite number of incident point sources
in Section 2, relying on the MUSIC algorithm and the point-interaction model. Section 3
is devoted to the factorization method for the two-scale inverse scattering problem with
infinitely many point source waves.

2 MUSIC algorithm with near-field measurements

2.1 Direct scattering by point-like scatterers

Assume a time-harmonic point source wave pi is incident onto a collection of point-like
small scatterers embedded in a homogeneous background medium. Denote by k :=ω/c
the wave number of the acoustic wave propagating in the background medium, where
ω is the frequency and c>0 the sound speed. Let Y :={yj∈R3 : j=1,2,··· ,N} be the set of

locations of point-like obstacles, and let pi be an incident point source wave of the form

pi(x)= pi(x,z)=Φk(x,z), x∈R
3, z∈R

3\Y, x 6= z,

where Φk(x,z) is the fundamental solution of the Helmholtz equation (∆+k2)u= 0, de-
fined by

Φk(x,z)=
eik|x−z|

4π|x−z|
, x 6= z.

Then the scattered field ps(·,z) satisfies the reduced wave equation

∆ps+k2 ps =0 in R
3\Y (2.1)

and the Sommerfeld radiation condition

lim
r→∞

r(
∂ps

∂r
−ikps)=0, r= |x| (2.2)
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uniformly with respect to x̂=x/|x|∈S2 :={θ̂∈R3 : |θ̂|=1}. From this radiation condition
it follows that the scattered field ps has the asymptotic behavior of an outgoing spherical
wave

ps(x)=
eik|x|

4π|x|

{

p∞(x̂)+O

(

1

|x|

)}

as |x|→∞ (2.3)

uniformly in all directions x̂, where p∞(x̂) defined on the unite sphere S2 is known as
the far field pattern of the scattered field with the argument x̂ denoting the observation
direction.

Let p(·,z) := pi(x,z)+ps(x,z) be the total field. In this study, the scattering effect due
to the presence of point-like obstacles is modelled as point interactions. This allows us to
employ the following ”impedance”-type boundary condition cross yj :

(Γ2p)j =αj (Γ1 p)j, αj ∈C, j=1,2,··· ,N, (2.4)

where

(Γ1p)j := lim
x→yj

4π|x−yj |p(x), (Γ2p)j := lim
x→yj

(

p(x)−
(Γ1p)j

4π|x−yj |

)

. (2.5)

By definition, the total field has the asymptotic behavior around the point scatterers as
follows:

p(x,z)=
(Γ1p)j

4π|x−yj |
+(Γ2p)j+o(1) as x→yj.

Hence the boundary condition (2.4) implies that, the coefficient of the leading (singular)
term of p is proportional to that of the sub-leading term. The ’impedance’ coefficient
αj will be referred to as the scattering coefficient attached to the j-th scatterer, which
physically describes the scattering strength of the scatterer. We refer to e.g. [1,2,31] or [22,
Section 2.2] for the derivation and interpretation of (2.4) in the point-interaction model,
based on the self-adjoint extension theory of the 3D Laplacian operator.

For simplicity we write α=(α1,α2,··· ,αN). To describe the solution of (2.1)-(2.4), we
introduce the matrix Θ=Θ(k,α) with the entries

[Θ]m,j =

{

Φk(ym,yj), m 6= j,
ik
4π −αj, m= j,

(2.6)

and define the set

Sα :={k>0 :det(Θ(k,α))=0}.

For fixed k>0, we refer to [8, 9] or [22, Remark 4.12 (i)] for the conditions imposed on αj

and yj ensuring the invertibility of the matrix Θ.
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Theorem 2.1. Suppose that k /∈Sα and Imαj ≤0 for all j=1,2,··· ,N. Then the unique solution

to problem (2.1)-(2.4) in H1
loc(R

3\Y) can be represented as

ps(x,z)=−
N

∑
m,j=1

[

Θ−1(k,α)
]

m,j
Φk(yj,z)Φk(x,ym), x,z∈R

3\Y. (2.7)

The expression of ps follows directly from [22, Proposition 3.5] in the absence of the
extended obstacle. Since the arguments of [22] are mostly devoted to a rigorous mathe-
matical justification of the two-scale model for acoustic scattering by extended and point-
like scatterer, we provide below a straightforward proof to the well-posedness of Theo-
rem 2.1. Throughout the paper, we set Br(z) :={x∈R3 : |x−z|< r} and BR :=BR(O) with
the boundary ΓR :={x : |x|=R}.

Proof. Uniqueness. Supposing that pi = 0, we need to prove ps = p = 0. Choose ǫ > 0
sufficiently small and R>0 sufficiently large such that

Bǫ(yj)⊂BR, Bǫ(yj)∩Bǫ(ym)=∅ for all j,m=1,2,··· ,N, j 6=m.

Applying Green’s second formula to ps in the region BR,ǫ=BR\{∪N
j=1Bǫ(yj)}, we find

0=−
∫

BR,ǫ

(∆ps+k2 ps)ps dx

=
∫

BR,ǫ

(|∇ps |2−k2|ps|2)dx−
∫

ΓR

∂ν ps ps ds+
N

∑
j=1

∫

∂Bǫ(yj)
∂ν ps ps ds, (2.8)

where the normal directions at ∂Bǫ(yj) or ΓR are assumed to point outward. Since ps

satisfies the Sommerfeld radiation condition, there holds

∫

|x|=R
∂ν ps psds=

ik

(4π)2
‖p∞‖2

L2(S2)+o(R−1) as R→∞, (2.9)

where p∞ is the far-field pattern of the scattered field ps. Next, we estimate the integral
on ∂Bǫ(yj) in (2.8) by using the boundary condition (2.4). Setting Cj :=(Γ1ps)j, we have
by (2.4)

ps(x,z)=
Cj

4π|x−yj|
+αj Cj+O(1)(|x−yj|) as x→yj,

for j=1,2,··· ,N. Then it holds on ∂Bǫ(yj) that

∂ν ps =
x−yj

|x−yj|
·∇ps =

Cj

4π|x−yj |2
+O(1)

x−yj

|x−yj|
+O(|x−yj|) as x→yj.

https://www.cambridge.org/core/terms. https://doi.org/10.4208/cicp.scpde14.17s
Downloaded from https://www.cambridge.org/core. Law Library, Osgoode Hall Law School, York University, on 03 Mar 2018 at 08:02:07, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.4208/cicp.scpde14.17s
https://www.cambridge.org/core


1322 T. Yin, G. Hu and L. Xu / Commun. Comput. Phys., 19 (2016), pp. 1317-1342

Applying the mean value theorem, simple calculations show that there exists a point
x∗j ∈∂Bǫ(yj) such that

∫

∂Bǫ(yj)
∂ν ps psds=4πǫ2∂ν ps(x∗j )ps(x∗j )=

|Cj|
2

4πǫ
+αj |Cj|

2+o(ǫ) (2.10)

as ǫ → 0. Inserting (2.9) and (2.10) to (2.8), taking the imaginary part of the resulting
expression and letting R→∞, ǫ→0, we get

k

(4π)2
‖p∞‖2

L2(S2)−
N

∑
j=1

Im(αj)|Cj|
2=0. (2.11)

This together with the assumption Imαj ≤0 yields p∞ =0 on S2. By Rellich’s lemma, we
obtain ps =0 in R3\Y which proves uniqueness.

Existence. We need to verify that the solution of the form (2.7) satisfies (2.1)-(2.4). For
this purpose it suffices to check the boundary condition (2.4). From the definition of Γ1

and Γ2, we know

(Γ2Φk(x,y))j−αj (Γ1Φk(x,y))j =











Φk(yj,y), y∈R3\Y,

Φk(yj,ym), y=ym ∈Y, m 6= j,
ik
4π −αj, y=yj ∈Y.

(2.12)

This implies that

(Γ2Φk(x,ym))j−αj (Γ1Φk(x,ym))j =Θm,j, m, j=1,2,··· ,N.

By direct computing, we have for j=1,2,··· ,N,

(Γ2p(·,z))j−αj (Γ1p(·,z))j

=Φk(yj,z)+(Γ2ps(·,z))j−αj(Γ1ps(·,z))j

=Φk(yj,z)−
N

∑
m,l=1

Φk(yl ,z)
[

Θ−1(k,α)
]

m,l

[

(Γ2(Φk(·,ym)))j−αj(Γ1(Φk(·,ym)))j

]

=Φk(yj,z)−
N

∑
l=1

[

N

∑
m=1

[Θ(k,α)] j,m

[

Θ−1(k,α)
]

m,l

]

Φk(yl ,z)

=0.

This completes the proof.

We end up this section with several remarks on Theorem 2.1.

Remark 2.1. (i) The representation (2.7) obviously fulfills the symmetry ps(x,z)=ps(z,x)
for all z,x∈R3\Y.
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(ii) Theorem 2.1 is equivalent to the formula derived from the Foldy-Lax method [15].
In fact, in the Foldy model the scattered field takes the form (see e.g., [8, 9] or [10,
Section 2.1])

ps(x,z)=
N

∑
m,j=1

aj [Θ̃
−1]m,j Φk(x,ym)Φk(yj,z), x,z∈R

3\Y, x 6= z, (2.13)

where the entries of the matrix Θ̃ are given by

Θ̃m,j =

{

−aj Φk(ym,yj), m 6= j,
1, m= j.

(2.14)

Comparing (2.14), (2.13) with (2.6), (2.7) we may find the following relation between
αj and the scattering coefficient aj involved in the Foldy model:

aj =−
1

ik/(4π)−αj
, j=1,2,··· ,N.

(iii) It is emphasized that the multiple scattering between the point-like scatterers has
been taken into account in (2.7). In the Born approximation case, i.e., min1≤i,j≤N |yi−
yj|≫λ :=ω/(2π), the scattered field can be approximated by

ps(x,z)=−
N

∑
j=1

1

ik/(4π)−αj
Φk(yj,z)Φk(x,yj), x,z∈R

3\Y.

In the special case of a single scatterer, i.e., Y={y1}, we have

p(x,z)=Φk(x,z)−
1

ik/(4π)−α1
Φk(y1,z)Φk(x,y1), x∈R

3, x 6=y, x 6= z.

2.2 Inverse scattering with near-field data measured on spheres

Assume there is a priori information that all point scatterers are contained in BR for some
R> 0. In this section we consider the inverse problem of locating the positions yj from

the near-field data
⋃M

j=1{ps(x,zj) : x∈ΓR} generated by M incident point sources zj ∈ΓR.
In contrast to the far-field response matrix corresponding to incident plane waves

(see [8, 9, 27]), the near-field response matrix Ñ∈CM×M, with the entries defined by

Ñm,j= ps(xm,zj), m, j=1,2,··· ,M,

cannot be decomposed into the form Ñ=H∗Θ−1H in a straightforward way. Here (·)∗

denotes the adjoint of an operator or the transpose conjugate of a matrix. In fact, it holds
that Ñ =HΘ−1H with the matrix H defined later in (2.18). This leads to difficulties in
applying the MUSIC algorithm to the near-field case. Motivated by the ideas of [21], we

https://www.cambridge.org/core/terms. https://doi.org/10.4208/cicp.scpde14.17s
Downloaded from https://www.cambridge.org/core. Law Library, Osgoode Hall Law School, York University, on 03 Mar 2018 at 08:02:07, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.4208/cicp.scpde14.17s
https://www.cambridge.org/core


1324 T. Yin, G. Hu and L. Xu / Commun. Comput. Phys., 19 (2016), pp. 1317-1342

apply the so-called outgoing-to-incoming (OtI) operator T to both sides of (2.7), in order
to get an ”indirect” factorization of the form TÑ=H∗Θ−1H. Below we state the definition

of the OtI mapping. Recall that h
(1)
n are the spherical Bessel functions of the first kind of

order n, and Ym
n are the spherical harmonics of order n.

Definition 2.1. Let f = ps|ΓR
, where ps is an outgoing radiation solution with the expan-

sion

ps(x)=
∞

∑
n=0

n

∑
m=−n

pn,m h
(1)
n (k|x|)Ym

n (x̂), pn,m∈C, in |x|≥R.

Then the outgoing-to-incoming mapping is defined as T f = p̃s|ΓR
, with

p̃s(x)=−
∞

∑
n=0

n

∑
m=−n

pn,m h
(1)
n (k|x|)Ym

n (x̂), |x|≥R. (2.15)

In this paper we shall use the following properties of T (see [21]).

Lemma 2.1. (i) T(Φk(·,y)|ΓR
)=Φk(·,y)|ΓR

for |y|<R.

(ii) T can be extended to a bounded, linear and one-to-one mapping T : L2(ΓR)→ L2(ΓR) with a
dense range.

(iii) An explicit representation of T is given by

(Tg)(x)=
∫

ΓR

K(x,y)g(y)ds(y) for g∈L2(ΓR) (2.16)

with the kernel

K(x,y) :=−
1

4πR2

∞

∑
n=0





h
(1)
n (kR)

h
(1)
n (kR)



(2n+1)Pn(cosθ). (2.17)

In (2.17), Pn are the Legendre polynomials and θ denotes the angle between x,y∈ΓR.

Following the way processed in [29, Chapter 4.1], we propose a modified MUSIC
algorithm to characterize the point-like scatterers Y from the near-field measurement
ps(x,zj)|ΓR

, j = 1,2,···M. We assume M > N, i.e., the number of incident point sources
is larger than the number of point scatterers. Then by Lemma 2.1 (i) and the definition of
T,

(Tps)(x,zj)=−
N

∑
m,j=1

[

Θ−1(k,α)
]

m,j
Φk(yl ,zj)Φk(x,ym) for 1≤ j≤M.
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We emphasize that, for fixed zj, the data ps(x,zj) for all x ∈ ΓR are needed in order to
calculate (Tps)(x,zj) through (2.16). Then we define the modified near-field response

matrix N∈CM×M by

Nij =(Tps)(zi,zj) for zi,zj ∈ΓR, i, j=1,··· ,M.

and define the matrix H∈CN×M as

Hmi=Φk(ym,zi), m=1,2,··· ,N, i=1,2,··· ,M. (2.18)

Thus N can be decomposed into the form

N=−H∗Θ−1H,

with the adjoint H∗∈CM×N. Since M>N, the locations ym are such that H has maximal
rank N. Then by a standard argument from linear algebra, the ranges R(H∗) and R(N)
coincide. For any point z∈R3 we define the vector φz∈CM by

φz=
(

Φk(z1,z),Φk(z2,z), ··· ,Φk(zM,z)
)T

.

The main result of this section is stated as following.

Theorem 2.2. Let {zn,n∈N}⊂ΓR be a countable set of points such that any analytic function
on ΓR that vanishes on zn for all n∈N vanishes identically. Let KY be a compact subset of R3 con-
taining all ym. Then there exists M0∈N such that for any M≥M0 the following characterization
holds for every z∈KY:

z∈Y⇐⇒φz∈R(N)⇐⇒Pφz =0,

where P : CM →R(N)⊥=Ker(N∗) is the orthogonal projection onto the null space Ker(N∗) of
N∗.

Proof. We modify the idea in the proof of [29, Theorem 4.1] to be applicable to the near-
field case. First we note that if z ∈Y, then φz ∈R(H∗) because φym ,m = 1,··· ,N are the
columns of the matrix H∗∈CM×N.

We show now that there exists M0 ∈N such that the vectors (φy1
,φy2 ,··· ,φyN

,φz) are
linearly independent for all M ≥ M0 and all points z ∈ KY\Y. In particular, this would
imply that H∗ has maximal rank N and that φz /∈R(H∗) for all z∈KY\Y. Assume on the
contrary that this is not the case. Then there exist sequences Ml →∞ and {z(l)}⊂KY\Y
and {λ(l)}⊂CN and {µ(l)}⊂C such that

|µ(l)|+
N

∑
n=1

|λ(l)
n |=1,
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and

µ(l)Φk(zj,z(l))+
N

∑
n=1

λ
(l)
n Φk(zj,yn)=0 for j=1,2,··· ,Ml,

or equivalently,

µ(l)Φk(zj,z
(l))+

N

∑
n=1

λ
(l)
n Φk(zj,yn)=0 for j=1,2,··· ,Ml. (2.19)

Since all the sequences are bounded, there exist converging subsequences z(l) → z∈KY

and λ
(l)
n →λ0

n ∈CN and µ(l)→µ0∈C as l→∞. We fix j∈N and let l tend to infinity. Then

|µ0|+
N

∑
n=1

|λ0
n|=1 and µ0Φk(zj,z)+

N

∑
n=1

λ0
nΦk(zj,yn)=0 for all j∈N. (2.20)

We conclude from the assumption on the ”richness” of the set {zn : n∈N}⊂ΓR that

µ0Φk(x,z)+
N

∑
n=1

λ0
nΦk(x,yn)=0 for all x∈ΓR.

Therefore, by Rellich’s Lemma and unique continuation,

µ0Φk(x,z)+
N

∑
n=1

λ0
nΦk(x,yn)=0 for all x /∈{z,y1,y2,··· ,yN}.

Now, we distinguish between two cases:

Case (a): Let z /∈ {y1,y2,··· ,yN}. By letting x tend to z and to yn,n = 1,2,··· ,N we
conclude that all coefficients µ0 and λ0

n,n=1,2,··· ,N have to vanish. This contradicts the
first equation of (2.20).

Case (b): Let z∈{y1,y2,··· ,yN}. Without loss of generality we assume that z= y1. By
the same arguments as in case (a) we conclude that

µ0+λ0
1=0 and λ0

n =0 for n=2,··· ,N. (2.21)

Now we write (2.19) in the form, for j=1,2,··· ,Ml,

[

µ(l)+λ
(l)
1

]

Φk(zj,y1)+µ(l)
[

Φk(zj,z
(l))−Φk(zj,y1)

]

+
N

∑
n=2

λ
(l)
n Φk(zj,yn)=0. (2.22)

Note that

ρl =

∣

∣

∣

∣

µ(l)+λ
(l)
1

∣

∣

∣

∣

+
N

∑
n=2

∣

∣

∣

∣

λ
(l)
n

∣

∣

∣

∣

+|z(l)−y1|→0 as l→∞.
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By Taylor’s formula we have that

Φk(zj,z
(l))−Φk(zj,y1)=(z(l)−y1)·(y1−zj)

ik|zj−y1|−1

|zj−y1|2
Φk(zj,y1)+O(|z(l)−y1|

2),

as l tends to ∞. Division of (2.22) by ρl yields

[

λ̃
(l)
1 −a(l) ·(zj−y1)

µ(l)(ik|zj−y1|−1)

|zj−y1|2

]

Φk(zj,y1)+
N

∑
n=2

λ̃
(l)
n Φk(zj,yn)=O(|z(l)−y1|),

for all j=1,2,··· ,Ml where

λ̃
(l)
1 =

µ(l)+λ
(l)
1

ρl
, λ̃

(l)
n =

λ
(l)
n

ρl
, n=2,··· ,N, a(l)=

z(l)−y1

ρl
.

These sequences are all bounded as well, i.e., we can extract further subsequences λ̃
(l)
n →

λ̃0
n for n=1,2,··· ,N and a(l)→ a∈R3 as l→∞. We have that

N

∑
n=1

|λ̃0
n|+|a|=1, (2.23)

and
[

λ̃0
1−a·(zj−y1)

µ0(ik|zj−y1|−1)

|zj−y1|2

]

Φk(zj,y1)+
N

∑
n=2

λ̃0
nΦk(zj,yn)=0,

for all j∈N. Again, by the assumption on the set {zn,n∈N}⊂ΓR we conclude that this
equation holds for all x∈ΓR, i.e.,

λ̃0
1Φk(x,y1)+µ0a·∇Φk(x,y1)+

N

∑
n=2

λ̃0
nΦk(x,yn)=0 for all x∈ΓR.

Then by Rellich’s Lemma and unique continuation again,

λ̃0
1Φk(x,y1)+µ0a·∇Φk(x,y1)+

N

∑
n=2

λ̃0
nΦk(x,yn)=0 for all x /∈Y.

Then letting x tend to yn,n = 1,2,··· ,N we conclude that µ0a = 0, λ̃0
n = 0,n = 1,2,··· ,N.

We recall from (2.20) and (2.21) that |µ0|= 1/2 and thus a= 0. This, finally, contradicts
(2.23).

Now we choose M incident point sources zj to be uniformly distributed on ΓR. It is
easy to see that the assumption on zj in Theorem 2.2 is satisfied as M tends to infinity.
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Denote by {ψj}
M
j=1 the orthonormal basis of the matrix N∈CM×M. By Theorem 2.2 we

have

z∈Y⇐⇒W(z) :=
1

|Pφz|
>0, Pφz=φz−

M

∑
j=1

(φz ·ψj)ψj.

Hence the values of W(yj), j = 1,2,··· ,M, should be considerably larger than those of
W(z), z∈R3\Y. In the following we apply the MUSIC to recover N point-like scatterers
by sending M incident point source waves. We take k=5, which implies the wavelength
λ = 2π/k ≈ 1.256. The reconstruction results are all from perturbation data of the near
field measurements by the multiplication of (1+δξ) at the noise level δ=10%. Here ξ is
a Gaussian random number between 1 and −1. In our numerical experiments, we will
locate the following points

Y=

{

{(0,−1),(0,0.5),(1,1)}, if N=3,

{(0,−1),(0,0.5),(1,1),(−1,1),(−1,1),(1,−1)}, if N=6.

It is assumed that the point sources and receivers are located at ΓR with R=5, and that 128
near-field data are observed on ΓR. In Fig. 1, the scattering coefficients are set uniformly
as αj =1 and the scatterers are located by sending 10 incident point sources (i.e. M=10)
from the polluted near-field data. In Fig. 2, we test the sensitivity of the resolution with
respect to the number of incident point sources, and find that the inverse solution can be
improved by increasing the number of incident point source wave. In Fig. 3 (a) and (b),
128 receivers and 16 incident point sources are located on an ellipse with the semi-major
axis a= 4 and semi-minor axis b= 3. We used the scheme proposed in [37] to compute
the OtI mapping defined on a non-spherical measurement surface. In Fig. 3 (c) and (d),
the scatterers are illuminated by 16 point sources located only at the upper-half part of
the ellipse. That is why the inverse solutions have been distorted. The unpolluted near-
field data taken on the ellipse corresponding to 10 point source waves are sufficient to
precisely locate these scatterers.

3 Inverse scattering by extended solid and point scatterers

immersed in a fluid

The aim of this section is to investigate the multi-scale inverse scattering problem of find-
ing the shape of an unknown extended elastic body and the location of several point
scatterers immersed in a fluid. Due to the existence of the extended scatterer, we shall
use the near-field data incited by infinitely many point source waves.

3.1 Mathematical formulations

The forward scattering problem can be formulated as an interaction problem between
acoustic and elastic waves on the interface of the extended elastic body together with a
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(a) N=3 (b) N=6

Figure 1: Reconstruction of N point-like scatterers using MUSIC algorithm with αj =1 and M=10.

(a) M=8 (b) M=10 (c) M=16

Figure 2: Reconstruction of 6 point-like scatterers with different number (M) of incident point sources. αj =
1, j=1,2,··· ,6.

(a) (b)

(c) (d)

Figure 3: Incident point sources are emitted from a closed ellipse in (a) and (b), and from only the upper-half
part of the ellipse in (c) and (d).
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multi-scattering problem between the extended and point-like scatterers. Let Ω⊂R3 be
a bounded domain with the C2-smooth boundary Γ and denote by ν the unite normal
vector to Γ directed into the exterior of Ω. We assume that Ω is occupied by an isotropic
linearly elastic solid characterized by the real-valued constant mass density ρ>0 and the
Lamé constants λ,µ∈R satisfying µ>0,3λ+2µ>0. The exterior Ωc :=R3\Ω is assumed
to be connected. Again denote by Y= {y1,··· ,yN}, yj ∈Ωc :=R3\Ω, j=1,2,··· ,N, the set
of the positions of point scatterers. It is supposed that the elastic body Ω together with
the point scatterers are immersed in a homogeneous compressible inviscid fluid with the
constant mass density ρ f >0.

In the following we rigorously formulate the forward scattering of time-harmonic
point source waves by the scatterer Ω∪Y. Let k = ω/c > 0 be the wave number of the
fluid, where w>0 denotes the frequency of the time harmonic incoming wave and c>0
the sound speed. Following the notation in Section 2, let pi = pi(·,z) be an incident point
source located at z∈R3\{Ω∪Y}. Under the hypothesis of small amplitude oscillations
both in the solid and the fluid, the direct or forward scattering problem can be formulated
as the following boundary value problem (see e.g., [18,33]): determine the displacement
u(·,z)∈H1(Ω)3 and the total field p(·,z)= pi(·,z)+ps(·,z)∈H1

loc(R
3\{Ω∪Y∪{z}}) such

that

∆∗u+ρω2u=0 in Ω, ∆∗ :=µ∆+(λ+µ)∇∇·, (3.1)

∆p+k2 p=0 in R
3\{Ω∪Y∪{z}}, (3.2)

ηu·ν=∂ν p on Γ, η=ρ f ω2>0, (3.3)

Tu=−νp on Γ, (3.4)

and that the following boundary conditions across yj hold

(Γ2p)j =αj (Γ1 p)j, αj ∈C, j=1,2,··· ,N. (3.5)

Here, ∂ν p= ν·∇p denotes the normal derivative of p on Γ, the operators Γj (j= 1,2) are
defined as in (2.5), T stands for the standard stress operator defined by

Tu=2µ∂νu+λν(∇·u)+µν×(∇×u) on Γ. (3.6)

Furthermore, the scattered field ps is required to fulfill the Sommerfeld radiation condi-
tion (2.2).

It is well known [26, 36] that, for certain geometries and some frequencies, the prob-
lem (3.1)-(3.4) (i.e., Y =∅) is not always uniquely solvable due to the occurrence of so-
called traction free oscillations. We call ω∈R a Jones frequency if the system

∆∗u0+ρω2u0=0 in Ω, Tu0=0, u0 ·ν=0 on Γ,

admits a nontrivial solution. Throughout this section we suppose that ω is not a Jones
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frequency. Hence the transmission problem

∆∗u0+ρω2u0=0 in Ω, (3.7)

∆ps
0+k2 ps

0=0 in Ωc, (3.8)

ηu0 ·ν−∂ν ps
0= f on Γ, (3.9)

Tu0+νps
0 =h on Γ, (3.10)

with ps
0 satisfying the Sommerfeld radiation condition, has a unique solution (ps

0,u0)∈
H1

loc(Ω
c)×H1(Ω)3 for all f ∈ H−1/2(Γ), h∈ H−1/2(Γ)3; see [34, Theorem 3.3]. Given an

incident point source pi(x,z), we denote by p0(x,z) = pi(x,z)+ps
0(x,z) and u0(x,z) the

unique solution corresponding to (3.1)-(3.4) in the absence of the point scatterers. Then
ps

0(x,z) and u0(x,z) solve the problem (3.7)-(3.10) with f =∂ν pi(·,z)|Γ, h=−νpi(·,z)|Γ.

To state the well-posedness of our multiscale scattering problem, we introduce the
matrix M=M(ω,α)∈CN×N with the entries defined by

[M(ω,α)]n,j =

{

ps
0(yn,yj)+Φk(yn,yj), n 6= j,

ps
0(yj,yj)+

ik
4π −αj, n= j,

n, j=1,2,··· ,N, (3.11)

and let

S′
α={ω>0 :det(M(ω,α))=0}.

Analogously to Theorem 2.1, we have

Theorem 3.1. There exists at most one solution (u,ps)∈H1(Ω)3×H1
loc(Ω

c\{Y∪{z}}) to the
problem (3.1)-(3.5), provided that ω is not a Jones frequency and Imαj ≤0 for all j=1,2,··· ,N.
Moreover, if ω /∈S′

α, this unique solution is of the form

ps(x,z)= ps
0(x,z)−

N

∑
m,j=1

[

M−1(ω,α)
]

m,j
p0(yj,z)p0(x,ym), (3.12)

u(x,z)=u0(x,z)−
N

∑
m,j=1

[

M−1(ω,α)
]

m,j
p0(yj,z)u0(x,ym). (3.13)

Proof. The uniqueness follows from the fact that ω is not a Jones frequency and the
same argument as in the proof of Theorem 2.1. It remains to check that the solution
(ps(x,z),u(x,z)) given by (3.12) and (3.13) satisfies the problem (3.1)-(3.5) if ω /∈S′

α. Clearly,
u and ps are solutions to the Navier equation in Ω and the Helmholtz equation in Ωc\Y,
respectively. The transmission conditions (3.3)-(3.4) can be verified directly from (3.9)-
(3.10) with f = ∂ν pi(·,z)|Γ , h=−νpi(·,z)|Γ. Furthermore, the impedance-type conditions
(3.5) across yj follow from (2.12) and the definition of M(ω,α); see Lemma 3.1 below for
a proof in the general case.
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Remark 3.1. (i) If the extend scatterer is absent, i.e., Ω=∅, we have ps
0≡0,u0≡0 and thus

p0=pi=Φk(·,z). The expression (3.12) then reduces to (2.7) for the point interaction
model. If Y=∅, it is obvious that ps = ps

0, u=u0.

(ii) Both ps and u consist of two parts. The first part, ps
0 resp. u0, is due to the scattering

from the extended scatterer. The second part is a linear combination of interactions
between the point-like scatterers and the interaction between the point-like obstacle
with the extended one.

Now we turn to studying the inverse problem of detecting Ω∪Y from the near-field
data {ps(x,z) : x,z ∈ ΓR} corresponding to infinitely many point sources at a fixed fre-
quency. Here, we choose R > 0 sufficiently large such that the Ω∪Y ⊂ BR. Our goal is
to verify the factorization scheme with near-field data generated by point source waves
for the two-scale model (3.1)-(3.5). In particular, we unify the MUSIC algorithm for the
point-interaction model in Section 2 and the factorization method with far-field patterns
corresponding to a single extended elastic body (see [30]). The essence of this approach
is to properly factorize the near-field operator N : L2(ΓR)→ L2(ΓR), defined by

(N ϕ)(x)=
∫

ΓR

ps(x,z)ϕ(z)ds(z) for x∈ΓR. (3.14)

A ”direct” factorization of the near-field operator yields to the relation N =GJ′G′ where
the adjoint G′ of G would be defined via a bilinear form other than sesquilinear form
(see [29, Chapter 1.7] for the discussions in acoustic scattering). This is similar to the fac-
torization Ñ=HΘ−1H of the near-field response matrix for the point-interaction model
(cf. Section 2.2), and thus leads to essential difficulties in the characterization of the scat-
terer Ω∪Y through the eigensystem of N . As seen in Section 2.2, it is necessary to apply
the outgoing-to-incoming operator T to (3.14), in order to get an ”indirect” factorization
form TN=(TG)J∗(TG)∗ with the adjoint G∗ of G defined via the sesquilinear form. Here
J and G are referred to as the middle operator and solution operator to be defined later.

3.2 Auxiliary boundary value problems

We first introduce several auxiliary boundary value problems. For h∈H1/2(Γ), consider
the boundary value problem of finding a solution w∈H1(Ω) such that

∆w+k2w=0 in Ω, w=h on Γ. (3.15)

The above problem is uniquely solvable if k2 is not a Dirichlet eigenvalue of −∆ in Ω. The
normal derivative of w on Γ defines the interior Dirichlet-Neumann map Λ : H1/2(Γ)→
H−1/2(Γ) by h 7→∂νw|Γ where w is the unique solution to problem (3.15). With the defini-
tion of Λ, we introduce the second auxiliary boundary value problem as follows: given
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f ∈H1/2(Γ) and c=(c1,c2,··· ,cN)∈CN , find u∈H1(Ω)3 and ps ∈H1
loc(Ω

c\Y) such that

∆∗u+ρω2u=0 in Ω, (3.16)

∆ps+k2 ps =0 in Ωc\Y, (3.17)

ηu·ν−∂ν ps =Λ f on Γ, (3.18)

Tu+νps =−ν f on Γ, (3.19)

(Γ2ps)j−αj (Γ1ps)j = cj j=1,2,··· ,N, (3.20)

and that ps satisfies the Sommerfeld radiation condition. We state the well-posedness of
solutions to the previous boundary value problem in Lemma 3.1.

Lemma 3.1. Suppose that ω /∈S′
α, Imαj≤0 and that ω is not a Jones frequency. Then the unique

solution of (3.16)-(3.20) takes the form

ps(x)= ps
f (x)−

N

∑
m,j=1

[

M−1
]

m,j

(

(ps
f (yj)−cj

)

p0(x,ym), x∈Ωc\Y, (3.21)

u(x)=u f (x)−
N

∑
m,j=1

[

M−1
]

m,j

(

(ps
f (yj)−cj

)

u0(x,ym), x∈Ω. (3.22)

Here, (ps
f ,u f )∈H1

loc(Ω
c)×H1(Ω)3 is the unique solution of (3.16)-(3.19) without fulfilling the

boundary condition (3.20) (i.e., Y=∅), and analogously, (p0(x,z),u0(x,z))∈H1
loc(Ω

c\{z})×
H1(Ω)3 is the unique solution of (3.1)-(3.4) when Y=∅.

Proof. Observe that (p0(x,z),u0(x,z)) satisfies the homogeneous coupling conditions

ηu0 ·ν−∂ν p0=0 Tu0+νp0 =0 on Γ.

By Theorem 3.1, we only need to check the conditions in (3.20). For simplicity we write
Lj[ f ]=(Γ2 f )j−αj(Γ1 f )j. Since ps

f (x) is analytic at ym and p0(x,ym)=ps
0(x,ym)+Φk(x,ym),

straightforward calculations show that

Ll[p
s
f ]= ps

f (yl), Ll[p0(·,ym)]= [M]m,l , l,m=1,2,··· ,N.

Hence by (3.21),

Ll[p
s(x)]= Ll[p

s
f (x)]−

N

∑
m,j=1

[

M−1
]

m,j

(

(ps
f (yj)−cj

)

Ll[p0(x,ym)]

= ps
f (yl)−

N

∑
m,j=1

(

(ps
f (yj)−cj

)[

M−1
]

m,j
[M]l,j

= cl.

This completes the proof.
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Remark 3.2. Our two-scale scattering problem can be equivalently formulated as the
boundary value problem (3.16)-(3.20), if we take

f :=Φk(·,z)|Γ, cj :=−[(Γ2Φk(·,z))j−αj (Γ1Φk(·,z))j]=−Φk(yj,z) (3.23)

for some z∈Ωc\Y. With the boundary data (3.23), we have ps
f = ps

0(·,z), u f =u0(·,z) and

ps
f (yj)−cj = p0(yj,z). Hence the expressions in Lemma 3.1 are identical with those in

Theorem 3.1.

To justify the factorization method, we still need to consider the interior transmission
problem of finding u∈H1(Ω)3 and w∈H1(Ω) such that

∆∗u+ρω2u=0 in Ω, (3.24)

∆w+k2w=0 in Ω, (3.25)

ηu·ν−∂νw=h on Γ, (3.26)

Tu+νw= g on Γ, (3.27)

with h∈H−1/2(Γ), g∈H−1/2(Γ)3. We call ω an interior transmission eigenvalue if there
exists a non-trivial pair (w,u)∈ H1(Ω)×H1(Ω)3 satisfying the system (3.24)-(3.27) with
h = g = 0. We refer to [30] for a discussion of the discreteness of the interior transmis-
sion eigenvalues. In the present study we assume that ω is not an interior transmission
eigenvalue, so that the problem (3.16)-(3.19) admits a unique solution (see [34]).

3.3 Factorization of near-field operator

The radiation solution ps to the problem (3.16)-(3.20) defines the solution operator

G( f ,c)= ps|ΓR
, H1/2(Γ)×C

N → L2(ΓR). (3.28)

Introduce the incidence function as

(Hg)(x)=
∫

ΓR

Φk(x,y)g(y)ds(y), x∈R
3, g∈L2(ΓR).

The incidence operator H : L2(ΓR)→H1/2(Γ)×CN is defined by

Hg :=(Hg|Γ,c), c=(c1,··· ,cN), L2(ΓR)→H1/2(Γ)×C
N, (3.29)

where
cj =−[(Γ2Hg)j−αj(Γ1Hg)j]=−(Hg)(yj).

It easily follows that N =GH since Λ(Hg|Γ)= ∂ν(Hg)|Γ. We now recall the single layer
potential operator S and its discrete analogue K by

(Sϕ)(x)=
∫

Γ
Φk(x,y)ϕ(y)ds(y), x∈R

3\Γ, ϕ∈H−1/2(Γ),

(K(b))(x)=
N

∑
j=1

bjΦk(x,yj), x 6=yj, b=(b1,b2,··· ,bN)∈C
N ,
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and define S(ϕ,b) :=S(ϕ)−K(b) which is a radiation solution to the Helmholtz equation
in Ωc\Y. Denote by (u,v) is the unique solution of (3.24)-(3.27) with h= ∂ν(S(ϕ,b))+|Γ
and g = −ν(S(ϕ,b))+|Γ, where the superscripts (·)± stand for the limits taking from
outside and inside, respectively. Introduce the operatorJ :H−1/2(Γ)×CN→H1/2(Γ)×CN

as following:

J (ϕ,b)=(v|Γ,a), aj =(Γ2S(ϕ,b))j−αj(Γ1S(ϕ,b))j.

Setting p̃s =S(ϕ,b)|Ωc\Y, it follows that

∆∗u+ρω2u=0 in Ω, (3.30)

∆p̃s+k2 p̃s =0 in Ωc\Y, (3.31)

ηu·ν−∂ν p̃s =Λ(v|Γ) on Γ, (3.32)

Tu+νp̃s =−νv on Γ, (3.33)

(Γ2 p̃s)j−αj(Γ1 p̃s)j = aj j=1,2,··· ,N. (3.34)

Hence, from the definition of J we see

GJ (ϕ,b)=G(v|Γ,a)= [S(ϕ)−K(b)](x)

=
∫

Γ
Φk(x,y)ϕ(y)ds(y)−

N

∑
j=1

bjΦk(x,yj), x∈ΓR.

On the other hand, the adjoint operator H∗ : H−1/2(Γ)×CN → L2(ΓR) is given by

(H∗(ϕ,b))(x)=
∫

Γ
Φk(x,y)ϕ(y)ds(y)−

N

∑
j=1

bjΦk(x,yj), x∈ΓR.

Comparing the previous two identities and applying the OtI mapping T (see Definition
2.1 or Lemma 2.1 (i)) yield H∗=TGJ . Therefore, we obtain H=J ∗(TG)∗ and the factor-
ization

TN =TGH=GJ ∗
G

∗ with G :=TG. (3.35)

3.4 Inversion algorithm and numerical examples

We collect properties of the solution operator G and the middle operator J in the follow-
ing two lemmas.

Lemma 3.2. (i) The adjoint G∗ : L2(ΓR)→H−1/2(Γ)×CN is injective, taking the form

G∗=(G∗
0 −B∗P,P).
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Here, G0 : H1/2(Γ)→ L2(ΓR) is the solution operator in the absence of the point scatterers
(i.e., Y=∅) and the mapping P : H−1/2(Γ)→CN is defined by

Pg=

{

N

∑
m=1

[M−1]j,m

∫

ΓR

p0(x,ym)g(x)ds(x) : j=1,2,··· ,N

}

.

The operator B : H1/2(Γ)→CN maps the boundary data f to the restriction of ps
f to Y, i.e.,

B f ={ps
f (y1),p

s
f (y2),··· ,p

s
f (yN)}∈C

N .

(ii) The operators G and G are both compact with dense ranges in L2(ΓR).

(iii) For z∈BR, the function φz(·)=Φk(·,z)|ΓR
belongs to the range of G if and only if z∈Ω∪Y.

Proof. (i) By the definition of G, G0 and B, we have for ( f ,c)∈H−1/2(Γ)×CN that

G( f ,c)=G0 f −
N

∑
m,j=1

[

M−1
]

m,j

[

(B f )j−cj

]

p0(x,ym), x∈ΓR.

Here (B f )j denotes the j-th element of B f ∈CN . Given g ∈ L2(ΓR), it follows using the
symmetry of M and the definition of P that

〈G( f ,c),g〉L2(ΓR)
= 〈G0 f ,g〉L2(ΓR)

+〈c,Pg〉
CN −〈B f ,Pg〉

CN

= 〈 f ,(G∗
0 −B∗P)g〉L2(ΓR)

+〈c,Pg〉
CN .

This proves the expression of G∗. If G∗g= 0, then Pg= 0 and thus G∗
0 g= 0. It is known

that G∗
0 is injective (see [37]), hence G∗ is also injective.

(ii) The compactness of G follows from the boundedness of G:H1/2(Γ)×CN→H1/2(ΓR)
and the compact imbedding of H1/2(ΓR) into L2(ΓR). The denseness of G and G follows
from the assertion (i) and the unitarity of T.

(iii) The third one can be treated analogously to [10, Lemma 4.5]. Assume first z ∈
Ω∪Y. Let (u,w) be the solution of (3.24)-(3.27) with

f =∂νΦk(·,z)|Γ ∈H−1/2(Γ), g=−νΦk(·,z)∈H−1/2(Γ)3.

It follows that Λ(w|Γ)= ∂νw|Γ by the definition Λ. Hence the solution (u,Φk(·,z)) solves
problem (3.16)-(3.20) with f =w|Γ and

cj =(Γ2Φk(x,z))j−αj(Γ1Φk(x,z))j, j=1,2,··· ,N.

Together with the definition of G, this gives the relation

G( f ,c)=T(Φk(·,z)|ΓR
)=Φk(·,z)|ΓR

=φz,
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implying that φz∈Range(G).
On the other hand, let z ∈ BR and assume that there exists f ∈ H1/2(Γ) and c ∈ CN

such that G( f ,c) = φz. Then, G( f ,c) = Φk(·,z)|ΓR
. Let (u,ps) be the unique solution to

(3.16)-(3.20) with the same f and c. It holds that ps = Φk(·,z) in Ωc\Y due to Rellich’s
identity and the unique continuation of solutions to the Helmholtz equation. If z∈Ωc\Y,
the boundedness of limx→z ps(x) contradicts the singularity of Φk(x,z) at x=z. If z∈Γ, the
relation ps ∈H1/2(Γ) contradicts to the fact that Φk(·,z) /∈H1/2(Γ). Hence, z∈Ω∪Y.

The properties of the middle operator J are summarized as following.

Lemma 3.3. Assume that k2 is not a Dirichlet eigenvalue of −∆ in Ω, ω is neither a Jones
frequency nor an interior transmission eigenvalue, and that the matrixes Θ and M are both
invertible and Imαj ≤0 for all j=1,2,··· ,N. Then

(i) The operator J : H−1/2(Γ)×CN →H1/2(Γ)×CN is injective.

(ii) There exists a self-adjoint and coercive operator J0 : H−1/2(Γ)×CN → H1/2(Γ)×CN such
that J −J0 : H−1/2(Γ)×CN →H1/2(Γ)×CN is compact.

(iii) Im 〈(ϕ,b),J (ϕ,b)〉>0 for all (ϕ,b)∈H−1/2(Γ)×CN with ϕ 6=0 and bj 6=0.

To prove Lemma 3.3, one needs to combine the argument in the proof of [22, Lemma
4.8] for a two-scale acoustic scattering problem and that of [37, Lemma 3.10] where the
fluid-solid interaction problem with a single extended solid was treated. For brevity we
omit the proof here. The properties of G and J allow us to apply the range identity
of [21, Theorem 2.15] to the factorization form established in (3.35). Consequently, the
ranges of G and (TN )♯ := |Re(TN )|+|Im(TN )| coincide. In view of Lemma 3.2, the
range of TN can be used to characterize the scatterer Ω∪Y. As a consequence of Picard’s
range criterion, we obtain the following sufficient and necessary computational criterion
for precisely characterizing Ω∪Y through the eigensystem of TN .

Theorem 3.2. Let φz(·)=Φk(·,z)|ΓR
for z∈BR. Denote by λj∈C the eigenvalues of the operator

(TN)♯ with the corresponding normalized eigenfunctions ϕj∈L2(ΓR). Then

z∈Ω∪Y⇐⇒φz∈ (TN )1/2
♯ ⇐⇒W(z) :=

[

∑
j

|(φz,ϕj)L2(ΓR)|
2

λj

]−1

>0.

Theorem 3.2 was justified in [37] when Y=∅. It provides a new computational crite-
rion for characterizing the positions of point scatterers if Ω=∅. If the extended obstacle
is absent, we consider the problem

∆ps+k2 ps =0 in Ωc\Y, (Γ2 ps)j−αj(Γ1 ps)j = cj, αj ∈C, j=1,2,··· ,N, (3.36)

where ps satisfies the Sommerfeld radiation condition The corresponding solution opera-
tor G̃:CN→L2(ΓR), defined by G̃c=ps|ΓR

, can be factorized as TG̃=−HΘ−1H∗, where T is
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the OtI mapping and both H and Θ−1 are finite dimensional matrices. If Imαj≤0 and Θ is

invertible, Theorems 3.2 and 3.3 both apply to the matrices H and Θ−1 in the finite space
CN. What differs from the MUSIC algorithm is that, the eigensystem of the near response
matrix rather than its orthonormal basis is involved in Theorem 3.2. Hence, the MUSIC
algorithm for point scatterers and the factorization method for extended obstacles have
been unified in Theorem 3.2 for the two-scale scattering problem.

In the following numerical experiments, we want to determine a kite-shaped solid
surrounded by N point-like obstacles. The boundary of the extended scatterer is param-
eterized by (see Fig. 4)

x(t)=(cost+0.65sin(2t)−0.65,1.5sin t), t∈ [0,2π).

We set k=5, ω=3, µ=2, λ=1, ρ f =1 and ρ=2. We use 64 incident point sources and 64
observations points uniformly distributed at ΓR with R=5. In Fig. 5, the point-like scat-
terers are chosen to equivalently lie on the line segment {(x1,x2)∈R2 :x1=−4,x2∈[−3,3]}.
The ”impedance coefficients” are uniformly taken as αj =1, j=1,2,···N. The number of
the point scatterers is set as N = 5 in Fig. 5 (a) and (d), N = 7 in Fig. 5 (b) and (e), and
N = 13 in Fig. 5 (c) and (f), respectively. The inverse solution reconstructed from per-
turbed data at the noise level 2% are presented in Fig. 5 (g)-(i). The indicator functions
are visualized from the direction (0,0,1) in Fig. 5 (a)-(c), where the configuration of the
extended scatterer can be seen clearly. However, the point-like obstacles can be visual-
ized only from the XY-plane shown in Fig. 5 (d)-(f), because we have used unpolluted
synthetic near-field data generated by (3.12) and (3.13). In the noisy case, the image of
the extended scatterer is distorted and unreliable, while the point-like obstacles cannot
be distinguished if they are getting too closed (see Fig. 5 (i)). The validity of our inver-
sion algorithm is confirmed again in Fig. 6, where the extended scattered together with
N point scatterers equivalently lying on a circle are reconstructed. Finally we test the
sensitivity of the factorization method to the values of the ”impedance” coefficients αj.

−3 −2 −1 0 1 2 3
−3

−2

−1

0

1

2

3

Figure 4: The Kite-shaped extended obstacle.
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(a) N=5, δ=0 (b) N=7, δ=0 (c) N=13, δ=0

(d) N=5, δ=0 (e) N=7, δ=0 (f) N=13, δ=0

(g) N=5, δ=2% (h) N=7, δ=2% (i) N=13, δ=2%

Figure 5: Reconstruction of kite-shaped extended obstacle and N point-like scatterers lying on the line segment
{(x1,x2)∈R2 : x1 =−4,x2 ∈ [−3,3]} with αj =1.

We fix one point-like obstacle at (2.5,2.5), and set α1 = 10 in Fig. 7 (a) and (d), α1 = 1 in
Fig. 7 (b) and (e), α1 = 0.05 in Fig. 7 (c) and (f). It can be observed that the values of the
indicator function around the point-like obstacle grow as the value of αj decreases. In
other words, the point-like obstacle is more visible for small α1. This is due to the fact
that the diagonal terms of the middle matrices M−1 and Θ−1 are inversely proportional
to αj.
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(a) N=3 (b) N=5 (c) N=7

(d) N=3 (e) N=5 (f) N=7

Figure 6: Reconstruction of kite-shaped extended obstacle and N point-like scatterers lying around with αj =1.

(a) αj =10 (b) αj =1 (c) αj =0.05

(d) αj =10 (e) αj =1 (f) αj =0.05

Figure 7: Reconstruction of the kite-shaped extended obstacle and one point-like scatterer with different scat-
tering coefficients.
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